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Evaluating the third and fourth derivatives of spectral data
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Abstract

The problem of differentiating spectral data to yield the third and fourth derivatives is converted into one of solving an integral equation of
the first kind. This equation is solved by Tikhonov regularization. The method of General Cross Validation is used to guide the choice of the
regularization parameter that keeps noise amplification under control. The performance of this route to third and fourth derivative spectra is
demonstrated by applying it to a number of published spectra. A computational problem associated with General Cross Validation has been
identified.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction

The spectrum of a substance can take the form of a smooth
featureless curve or one with a number of near overlapping
peaks. In either case, it is difficult to relate the spectral data
qualitatively or quantitatively to the chemical constituents of
the substance and their concentrations. A variety of data pro-
cessing techniques have been developed aimed at revealing
the key features hidden in such spectra. Derivative spec-
troscopy is a popular technique used to enhance these hidden
features[1]. Here the recorded spectral data is differentiated
with respect to wavelength or wave number. The locations of
the spectral peaks, including some of the hidden ones, will
show up clearly as the zero-crossing points in the first (and
third) derivative. Maxima and minima of the spectrum will
appear as sharpened peaks and troughs in the even derivatives
with the maxima and minima inverted in the second (and the
sixth) derivative and re-inverted in the fourth (and the eighth)
derivative. Features such as “shoulders” in the original spec-
tral data will also show up as peaks in higher derivatives. The
general applicability of derivative spectroscopy, particularly
the higher derivatives, can be seen from the large number

of applications, over five hundreds, reported by Talsky[1]
who also provided a thorough discussions of the var
aspects of derivative spectroscopy. More recently, Karpińska
[2] reviewed the applications and developments in deriv
spectroscopy. The computation and applications of hi
derivative spectra, with special reference to the fourth de
tive, have been reviewed by Antonov[3] and Lange and Baln
[4]. Butler [5] provided an earlier review of fourth derivati
spectroscopy.

A vast variety of methods have been developed to
vert as measured spectral data into derivative spectra.
methods are general in that they can be applied to d
ent types of spectra, ranging from ultraviolet and vis
spectra to FTIR spectra and emission spectra such as i
tively coupled plasma atomic emission spectra. In mo
the earlier investigations spectral differentiation is perfor
by specialized electronic hardware. Since the introduc
of spectrometers interfaced with computers, these hard
have essentially been replaced by software that gene
the derivatives by different numerical techniques. Irres
tive of the method adopted or the nature of the spect
question, computation of derivative spectra has a majo
∗ Corresponding author. Fax: +61 3 8344 4153.
E-mail address: yly@unimelb.edu.au (Y.L. Yeow).

ficulty. Differentiation is an inherently ill-posed operation
in that it amplifies the unavoidable noise in the spectrum.
Noise amplification becomes more serious as the order of
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the derivative is increased. Naive methods of performing
numerical differentiation without taking precaution to sup-
press noise will lead to first and second derivative spectra with
greatly increased noise-to-signal ratio compared to that in
the original spectrum. Further differentiation will often result
in third and fourth derivative spectra that are dominated by
noise.

A landmark development in derivative spectroscopy is the
paper of Savitzky and Golay (SG)[6] in 1964 in which they
described a computationally very efficient method that simul-
taneously smoothes the measured spectrum and generates
the derivatives required. The SG method can now be found
in most of the software that accompany the present genera-
tion of spectrometers. In this method, polynomials, typically
fourth to eighth order, are fitted locally to each of the internal
points of a spectral data set together with a selected number
of its neighbouring points, typically 5–11 or more points, on
either side. The fitted polynomials are then differentiated ana-
lytically to give the derivative at each of the internal point. In
principle, this differentiation can be performed as many times
as required to generate the desired order of derivative. Since
locally fitted polynomials do not have continuous derivative
from one point to the next, in practice noise amplification
usually reaches an unacceptable level at the third and fourth
derivatives. To overcome this problem, some investigators
apply the SG method to smooth the lower order derivatives,
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spectra. The computed derivative spectra will be compared
against that generated by the SG method and that by other
methods reported in the literature.

Since the development of the integral equation for the
fourth derivative spectrum and its solution by Tikhonov reg-
ularization follow closely the steps described by Yeow and
Leong[7], only a brief description of these steps, highlighting
the new developments, will be included in this paper.

2. Governing equations

2.1. Integral equation for fourth derivative spectra

Let A(λ) represent a general spectrum andA0 denote
the spectral value at the arbitrary reference wavelength
λ0—usually taken to be the lowest wavelength in a set of
recorded spectral data.A(λ) can then be related to the fourth
derivative spectrum and spectral properties atλ0 by a four-
term Taylor series expansion aboutλ0:

AC(λ) = 1

6

∫ λ

λ′=λ0

(λ − λ′)3h(λ′)dλ′ + A0 + (λ − λ0)r0

+ (λ − λ0)2

2
f0 + (λ − λ0)3

6
g0 (1)
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sually the first or second, and then differentiate the smoo
erivatives to generate the higher derivatives. While
ill suppress noise but it is also just as likely to filter
ome of the essential features hidden in the original spe
ata.

Recently, Yeow and Leong[7] adopted an entirely di
erent approach to generating derivative spectra. Ins
f differentiating the spectral data directly they conve

he differentiation problem into one of solving an integ
quation of the first kind for the second derivative sp

rum and applied Tikhonov regularization[8] to solve the
ntegral equation for the second derivative. They then
rated the second derivative to yield the first and ze
i.e. the original) order derivative spectra. In this meth
oise amplification is kept under control by the user-spec
arameter built into the Tikhonov regularization proced

n their implementation of Tikhonov regularization, Ye
nd Leong relied on Generalized Cross Validation (GCV[9]

o guide the selection of this regularization/noise suppres
arameter.

The problem of computing the third and fourth derivati
f a set of spectral data can also be converted into o
olving an integral equation of the first kind for these hig
erivatives. Tikhonov regularization can again be applie
olve this integral equation for the required higher derivat
he main aim of this paper is to assess the performance o
ay of obtaining fourth derivative spectra. This will be do
y applying Tikhonov regularization to a number of spec
ata taken from the literature. The fourth derivative is t

ntegrated to yield the third and other lower order deriva
he first term on the RHS is the remainder term, expre
s an integral, of the Taylor’s series[10]. Eq.(1) is an exac
xpression forAC(λ). Superscript C is used here to dis
uish the computed spectrum from the experimentally m
ured spectral data which will carry the superscript M.
(λ) ≡ d4A(λ)/dλ4 within the integral is the unknown four
erivative to be computed.r0, f0 andg0 in Eq. (1) are the
nknown first, second and third derivative, respectively
(λ) evaluated atλ0. For the purpose of converting spec
ata into its derivative, Eq.(1) is treated as an integral equ

ion of the first kind to be solved, by Tikhonov regularizati
imultaneously for the unknown functionh(λ) and the fou
nknown constantsA0, r0, f0 andg0 [8].

.2. Discretized equation

Following the general notation in[7], the spectral dat
ill be represented by the vectorAM = (AM

1 = A0, A
M
2 ,

. . , AM
i , . . . , AM

ND
) at the measurement wavelengths�M =

λM
1 = λ0, λ

M
2 , . . . , λM

i , . . . , λM
ND

). The span of the wav
ength λM

ND
− λM

1 and the number of spectral pointsND

epend on the range and resolution of the spectrom
nlike the SG method, theλM

i do not have to be uniform
paced. The spanλM

ND
− λM

1 is discretized intoNK uniformly

paced points: �C = (λC
1 = λM

1 , λC
2 , . . . , λC

j , . . . , λC
NK

=
M
ND

) at ∆= (λM
ND

− λM
1 )/(NK − 1) distance apart. The va

es of the unknown fourth derivative spectrah(λ) at these
iscretization points will be denoted by the vectorh =
h1, h2, h3, . . . , hNK ). To ensure accurate representatio
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h(λ), the number of discretization pointsNK is usually set to
be much larger thanND, typically NK = 301–801.

In terms of the discretized variables, Eq.(1) becomes:

AC
i =

NK∑
j=1

Bijfj + A0 + (λM
i − λ0)r0 + (λM

i − λ0)
2

2
f0

+ (λM
i − λ0)

3

6
g0, for i = 1,2, . . . , ND (2a)

or in matrix notation:

AC = Bh + 1A0 + (�M − 1λ0)r0 + (�M − 1λ0)
2

2
f0

+ (�M − 1λ0)
3

6
g0 (2b)

B is a ND × NK matrix of known numerical coefficients
that arise from the approximation of the integral in Eq.
(1) by numerical quadrature such as the trapezoidal or the
Simpson’s rule.1 is a column vector of 1. The unknowns
h1, h2, h3, . . . , hNK , A0, r0, f0 andg0 are required to mini-
mize:

(i) S1 =
ND∑
i=1

(AM
i − AC

i )
2

(3a)
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whereh′ = (h1, h2, h3, . . . , hNK, A0, r0, f0, g0) is used to
denote all the unknowns andB′ is the matrixB with the col-
umn vectors1, �M − 1λ0, (�M − 1λ0)2/2 and (�M−1λ0)3/6
added to it to reflect the incorporation ofA0, r0, f0 andg0
into h′. � is the modified tri-diagonal matrix arising from
standard finite difference approximation of d2h(λ)/dλ2 at the
uniformly distributed discretization points,

� =




1 −2 1 0 0 0 0

1 −2 1 0 0 0 0

... . . . .

1 −2 1 0 0 0 0


 . (5)

The four extra columns of 0 in Eq.(5) are again the conse-
quence of the incorporation ofA0, r0, f0 andg0, which do
not feature in the smoothness condition, intoh′. In terms of
h′andB′:

AC = B′ h′. (6)

Eq. (6) is needed in the computation of the GCV function
below.

Eq. (4) is the linear algebraic equations that convert
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ii) S2 =
NK−1∑
j=2

(
d2h

dλ2

)2

j

. (3b)

ondition (i) ensures that the computed spectrum app
mates the measured spectrum closely and condition
nsures that the fourth derivative spectrum does not
purious fluctuations.

.3. Tikhonov regularization

In Tikhonov regularization, instead of minimizing (i) a
ii) separately, a linear combinationR = S1 +χS2 is minimized
8]. χ is the weighting/regularization parameter that bala
hese two requirements. A largeχ favours (ii) the smoothne
ondition while a smallχ favours (i) the accuracy cond
ion. The value ofχ clearly depends on the noise level in
pectral data, the number of data pointsND and that of dis
retization pointsNK, its numerical value, therefore, does
ave any physical significance. Methods such as the p

ar Morozov Principle[8], the practical L-curve method[11]
nd the statistically based method of Generalized Cross

dation (GCV) [9] can be used to guide the choice of t
arameter. In this investigation, the choice ofχ will be based
n GCV.

For anyχ, the unknownsh1, h2, h3, . . . , hNK , A0, r0, f0
ndg0 that minimizeR is given by[8]:

′ =
(

B′TB′ + χ

∆4 �T�
)−1

B′TAM . (4)
pectral dataA into the fourth derivative spectrumh(λ)
escribed byh. As h(λ) is known at a large number of clos
nd uniformly spaced wavelengths it can be integrated
essively with relative ease to give the third, second and
erivative spectra and a back-calculated versionAC(λ) of the
riginal spectrum. In the integration operations theg0, f0, r0
ndA0 given by Eq.(4) are used as the boundary conditio
ll the integration will be performed using commercial so
are independent of the computer code developed to

or h(λ). Thus the comparison of the back-calculatedAC(λ)
ith AM(λ) serves as an independent check of the reli

ty of the h(λ) given by Eq.(4). Such comparison will b
erformed in all the examples described below.

.4. The leaving-out-one principle and Generalized
ross Validation

GCV that is used to guide the choice ofχ is based on th
leaving-out-one” principle[9]. In principle, the computatio
escribed by Eq.(4) can be repeatedND times each tim

eaving out one data point. The optimumχ is taken to be th
alue that minimizes the sum of squaresV(χ) of the difference
etween the predicted value and the actual value for ea

he left out data point. It can be shown that, in the G
mplementation of the “leaving-out-one” principle,V(χ) is
iven by[9]:

(�) = (AM − AC)
T
(AM − AC)/ND

(1 − Tr[E]/ND)2
. (7)
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Tr[E] denotes the trace of the square matrixE, known as the
influence matrix, defined by[9]:

E = B′
(

B′TB′ + �

�4 �T�
)−1

(B′)T. (8)

Eqs.(4) and(7) together with the definition ofB′, � andE
allow V(χ) to be evaluated and plotted againstχ/∆4. Mini-
mization ofV(χ) is used to locate the optimumχ.

3. Data and results

Eq.(4)will now be used to compute the fourth derivative of
a number of spectral data sets taken from published literature.
The experimental conditions of these data can be found in the
original papers and will be omitted here.

3.1. A synthesized spectrum of two Gaussian bands

The discrete points inFig. 1(a) represent a sim-
ulated UV absorption spectrum over the wavelength
265 nm≤ λ ≤ 295 nm with�λ = 0.5 nm. This is generated by

the sum of the following two Gaussian bands:

A(λ) = 0.293 exp

[
−
(

λ − 277

8.0065

)2

ln2

]
and

A(λ) = 0.03 exp

[
−
(

λ − 289

3.8851

)2

ln2

]
(9)

whereλ is in nm. These two Gaussian bands are shown as
lighter curves inFig. 1(a). This is the spectrum used by Lange
et al. [12] to demonstrate their method for obtaining fourth
derivative spectrum. The disparity in amplitude and close
proximity of the two Gaussian peaks mean that the weaker
band located at 289 nm is completely masked by the stronger
band at 277 nm. One of the aims of derivative spectroscopy
is to expose such a hidden peak.

The fourth derivative of the spectral data inFig. 1(a) given
by Eq. (4) is shown as a dark curve inFig. 1(b). For com-
parison, the exact fourth derivative obtained by analytical
differentiation of Eq.(9) is shown as a lighter curve on the
same plot. The two derivative spectra are in very close agree-
ment so much so that the analytical curve has to be thickened

F
b
s
s

ig. 1. Synthetic UV spectra. (a) Absorption spectra.�: Exact spectral data bas
ack-calculated from Eq.(4). (b) Fourth derivative spectra. Continuous curve
pectra. Continuous curve: back-calculated from Eq.(4), thick lighter curve: exa
howing the optimum value at aroundχ/∆4 ≈ 7.5× 10−15.
ed on Eq.(9), lighter curves: constituent Gaussian bands, continuous curves:
: from Eq.(4), thick lighter curve: exact fourth derivative. (c) Third derivative
ct third derivative. (d) The GCV function used to guide the selection ofχ
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for it to show up. It can also be seen that the fourth deriva-
tive spectrum has succeeded in revealing the location of the
two Gaussian peaks. The spectrum back-calculated from the
fourth derivative given by Eq.(4) is shown as a continuous
curve in Fig. 1(a) and is in very good agreement with the
original spectral data. The exact location of the two Gaussian
peaks can be determined by the zero-crossing points of the
back-calculated third derivative spectrum shown inFig. 1(c)
as a dark curve. For comparison, the analytical third deriva-
tive is shown as a lighter curve in the same plot.

The GCV function used to determine the optimum
χ for the synthetic spectrum is shown inFig. 1(d).
χopt/∆4 ≈ 7.5× 10−15. Spectral data are converted into a
dimensionless form prior to applying Eq.(4), hence theχ/∆4

shown here is in dimensionless form. As mentioned above,
no physical significance should be read into this particular
value. It is noticed that, in most of the examples consid-
ered in this paper, the optimumχ/∆4 varies from 3.5× 10−12

to 3.5× 10−15. In order to cope withχ/∆4 of this order of
magnitude it was necessary to perform the computation in
extended precision, typically most numbers are kept to 16
decimal points. This greatly increased the computation cost

of obtaining the fourth derivative compared to that for obtain-
ing the second derivative as reported by Yeow and Leong[7].

3.2. UV absorption spectrum of papaverine
hydrochloride

The discrete points inFig. 2(a) are the tabulated absorption
spectral points for a 10−5 mol l−1 papaverine hydrochlo-
ride solution[13]. These data span the wavelength range
206.5 nm≤ λ ≤ 264 nm at the interval of�λ = 1 nm except
for the first data point where�λ = 0.5 nm. Yeow and Leong
[7] used this spectrum to demonstrate their Tikhonov-based
procedure for obtaining second derivative spectrum.

The fourth derivative of these spectral data given directly
by Eq.(4) is shown as a continuous curve inFig. 2(b). For
comparison the fourth derivative spectrum given by the SG
method is shown as filled squares on the same plot. In this
implementation of the SG method sixth order polynomials
with 15 regression points (i.e. 7 points on either side) at
�λ = 1 nm apart were used. The large number of regression
points means the span of wavelength covered by the SG-
based spectrum is reduced by 7 points on each end. And

F
F
f

ig. 2. UV spectra of papaverine hydrochloride. (a) Absorption spectra.�: Spectr
ourth derivative spectra.�: Sixth order SG method, continuous curve: from Eq(4

rom Eq.(4).
al data from Lang[13], continuous curve: back-calculated from Eq.(4). (b)
.). (c) Third derivative spectra.�: Sixth order SG method, continuous curve:
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as expected, the SG spectrum is significantly more noisy
than that given by Eq.(4). They are, however, in satisfac-
tory agreement in terms of the location and amplitude of all
the main turning points. The order of polynomials and the
number of regression points used in the SG method were
determined by a trial-and-error process. For example if 13
instead of 15 regression points were used with the sixth order
polynomials it was found that the resulting fourth deriva-
tive is considerably more noisy compared to that given by
Eq. (4). Conversely if 17 regression points were used the
derivative curve is over smoothed and this is reflected by
a reduction in the height of the amplitude of the SG peak
in the neighbourhood of 255 nm. Similar numerical experi-
mentation were also performed using lower and higher order
polynomials.

The back-integrated third derivative spectrum for the
papaverine hydrochloride solution is shown inFig. 2(c) as
a continuous curve. The corresponding derivative given by
sixth order SG with 15 regression points is shown as discrete
points. The two third order derivative spectra are in closer
agreement than the fourth derivatives inFig. 2(b). The agree-

ment is furthered improved when the corresponding second
and first derivative spectra and the back-calculated origi-
nal spectra are compared. For example, the back-calculated
spectrum based on Tikhonov regularization is shown as a
continuous curve inFig. 2(a). The corresponding curve based
on the SG method is essentially indistinguishable from this
curve and from the original spectral data. For clarity, the SG
spectrum is not shown.

3.3. UV absorption cross-section of bromofluorobutene

The discrete points inFig. 3(a) are part of the UV absorp-
tion cross-section data of 2-bromo-3-3-4-4-4-pentafluoro-
butene-1 reported by Orkin et al.[14]. These data points are
at a uniform interval of�λ = 0.5 nm apart. They are again
the data used by Yeow and Leong[7] to demonstrate their
method for computing second derivative.

The fourth derivative spectra generated by Eq.(4) and by
the SG method are shown inFig. 3(b). In this case, the SG
method is based on eighth order polynomials with 19 regres-
sion points at�λ = 0.5 nm apart. Following the procedure

F
c
o

ig. 3. UV absorption of 2-bromo-3-3-4-4-4-pentafluoro-butene-1. (a) Absor
urve: from Eq.(4). (b) Fourth derivative spectra.�: Eighth order SG method, c
rder SG method, continuous curve: from Eq.(4).
ption cross-section.�: Measured spectral data from Orkin et al.[14], continuous
ontinuous curve: from Eq.(4). (c) Third order derivative spectra.�: Eighth
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in the previous example, the corresponding third derivative
spectra by these two different methods are shown inFig. 3(c).
The back-calculated spectra based on Tikhonov regulariza-
tion is shown as a continuous curve inFig. 3(a). All these
plots indicate that the results generated by Eq.(4) and by the
SG method are in acceptable agreement. Without knowledge
of the expected spectral behaviour of the fluorobromoalkene
in question, it is not possible to interpret the peaks in the
computed derivative spectra.

3.4. Absorption spectra of molecular chlorine

Seery and Britton[15] and Hubinger and Nee[16] reported
the absorption spectrum of molecular chlorine at 298◦C.
Their data, plotted as absorption cross-sections, are shown
as discrete points inFig. 4(a)[17]. These two set of spectral
data, covering slightly different spans of wavelength, are in
good agreement.�λ = 10 nm for both data sets. Eq.(4) is
used to convert these two data sets into fourth derivative sep-
arately. The aim here is to test whether Eq.(4) is capable of
converting two nearby spectra into nearby fourth derivatives.

This constitutes a critical test of the Tikhonov regularization
procedure.

The two fourth derivative spectra based on Eq.(4) are
shown inFig. 4(b). The relatively simple shape of the Cl2
spectrum allows Hubinger and Nee[16] to use the following
expression:

σ(λ) = 2.55× 10−19 exp

{
−86.6

[
ln

(
339.5

λ

)]2
}

+8.72× 10−21 exp

{
−80.0

[
ln

(
406.5

λ

)]2
}

(10)

to describe their measured absorption cross-section. In this
expression,σ is in cm2 molecule−1 andλ is in nm. The ana-
lytical fourth derivative spectrum obtained by differentiating
this expression is shown as a lighter curve inFig. 4(b). Apart
from the two ends, all the fourth derivative spectra in this fig-
ure are in acceptable agreement. In particular the two fourth
derivative spectra given by Eq.(4) are in closer agreement
than with the analytical result. The small number of spectral

F
b
f
d

ig. 4. UV spectrum of Cl2. (a) Absorption spectra.�: Seery and Britton[15], �:
ack-calculated from Eq.(4) based on data from[16]. (b) Fourth derivative spect

rom Eq.(4) based on data from[16], dark broken curve: Eq.(4) based on data f
ark curve: from Eq.(4) based on data from[16], dark broken curve: Eq.(4) based
Hubinger and Nee[16], light thick curve: Eq.(10), dark continuous curve:
ra. Light thick curve: analytical derivative of Eq.(10), continuous dark curve:
rom[15]. (c) Light thick curve: analytical derivative of Eq.(10), continuous

on data from[15].
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points and the relatively large�λ of the data means that it
is not practical to use the SG method to evaluate the fourth
derivative spectrum. This paucity of data points does not pose
a problem for Eq.(4). As expected, there is even closer agree-
ment between the two third derivative spectra given by Eq.
(4) and that given by analytical differentiation of Eq.(10)
(seeFig. 4(c)). The two back-calculated spectra from Eq.(4)
and that based on Eq.(10) are essentially indistinguishable
from one another and only the back-calculated curve based
on the data of Hubinger and Nee[16] is plotted inFig. 4(a).

4. Discussion

All the examples considered above indicate that the gen-
eral principle of converting the problem of differentiating
spectral data into one of solving an integral equation of the
first kind can be extended to fourth order derivative spec-
tra. The method based on Tikhonov regularization coupled
with GCV can again be applied to solve this integral equa-
tion. Most of the advantages of this approach observed in
second order derivative spectroscopy[7] are retained in the
fourth derivative. These include the general applicability of
the method and its ability to keep noise amplification under
control. Unlike the SG method, the method is able to cope
w e the
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s a dark curve on the same plot. The two second deriv
pectra are in good agreement. Similar comparison of se
erivative spectra has also been performed with the brom

ig. 5. Second derivative of papaverine hydrochloride. Continuous
urve: back-calculated from the fourth derivative inFig. 2b light thick curve
econd derivative from[7].
nd derivative data to give the desired fourth derivative.
erformance of such an approach has been investigate
iscrete points inFig. 6(a) are the second derivative, repo

n [7], of papaverine hydrochloride at the original meas
ent points[13]. Applying their method to these seco
erivative spectral points gives the fourth derivative spec
hown as a light thick curve inFig. 6(b). For compariso
he fourth derivative spectrum given directly by Eq.(4) is
hown as a darker curve on the same plot. This is the
pectrum as that inFig. 2(b). There is very good agreem
etween the two fourth derivative spectra. This indirect r

o fourth derivative has slightly reduced, but not elimina
he computational problem associated with the evaluatio
he GCV function. Comparison of the fourth derivatives
ig. 6(b), together with the comparison inFig. 5, may hav
dded further to the confidence in the results given by
4), but numerical experimentation on this indirect rout
ourth derivative has not exhibited significant advantage
he direct route based on Eq.(4).

As mentioned above, all the GCV functions for fou
erivative involve numbers that are of the order of 10−12 or
maller. In order to prevent loss of accuracy, to cope
umber of this magnitude, it is necessary to carry ou
omputation to 14–16 decimal points. This slowed d
he computation significantly. This can be partially circu
ented by rescaling the numbers in the intermediate
f Tikhonov regularization with the aim avoiding numb

hat are vastly different in magnitude. This has been par
uccessful in some of the cases involved. Systematic in
ation of the numerical and computation problems invo
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Fig. 6. Fourth derivative of papaverine hydrochloride. (a)�: Computed sec-
ond derivative from[7], light thick curve: back-calculated from the light thick
fourth derivative curve in (b). (b) Light thick curve: fourth derivative com-
puted from discrete points in (a), dark continuous curve: fourth derivative
from Fig. 2(b).

have not been attempted. These numerical and computationa
problem will need to be solved if the procedure is to be
extended to yet higher derivatives, such as the sixth and the
eighth derivatives.

The time consuming computation of the GCV function
can be avoided if one is prepared to apply the Morozov prin-
ciple [8] to guide the choice of the regularization parameter.
Here, the parameter is adjusted so that the average difference
betweenAC andAM is of the same order as the estimated aver-
age error bar of the spectral data. This normally only requires
solving Eq.(4) at a small number of selectedχ. Apart for the
average difference betweenAC andAM, the choice ofχ is
also guided by one’s knowledge of the expected derivative
spectrum, particularly by the location of the expected peaks
and the ability to interpret any unexpected peaks in terms of

the spectral behaviour of the constituents in the substance
under investigation. It should also be mentioned that since
the derivative spectra are not very sensitive to small changes
in χ, and therefore, fine tuning ofχ is normally not required.

5. Conclusions

Taylor’s series with the remainder term in an integral form
provides an integral equation of the first kind for the fourth
derivative of a spectral data set. Tikhonov regularization can
be applied to solve this equation. The method can be applied
to different types of spectral data. GCV provides a means
of locating the appropriateχ. The numerical and compu-
tation problems associated with the GCV function for the
fourth derivative will need to be solved if the method is to
be extended to yet higher derivatives. Physical knowledge of
the spectral behaviour of the system under investigation can
be used to guide the choice of this parameter.
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